
Human-Robot Interactions - 

Effects of Agency, Autonomy and Embodiment on User Trust 

We welcome applications of PhD students in the domain of human-robot interaction (HRI) with a focus 
on trust and its relation to perceived agency and autonomy, and to robot embodiment. 

PhD Topic Summary 

Assistive robots play an increasing role in society, particularly in older people’s care, where trust in 
the system is crucial for the success of the technology.  However, people often have mis-calibrated 
levels of trust in such systems, with older people’s trust levels frequently being lower than in younger 
people. 
This project aims to contribute to the overall understanding of people’s trust in autonomous systems 
as mechanisms for trust calibration are not as well researched across the population. The project will 
explore 'agency' as a potential influencing factor for trust in assistive technology. Robot agency relates 
to whether it is perceived to be autonomous or remote controlled and how it looks, e.g., like a human 
or a machine. The project will systematically explore these two parameters in Human-Robot 
Interaction experiments to be conducted at the UH Robot House. Findings will facilitate better 
alignment of autonomous systems with the needs of people of different ages. The planned work will 
improve the lives of a potentially vulnerable population, particularly by increasing understanding of 
older people’s trust towards unfamiliar technologies. 

Background 

There is a general tendency today to over-trust robots [1], for example during emergencies [2]. This is 
especially true for older people where age-related limitations can lead to over-trust in automation and 
consequently to over-reliance on some assistive technologies [3]. However, there is also contrary 
evidence that older people lack trust in technology, like navigation systems [4] or self-driving vehicles 
[5]. Hence, there is an urgent need to understand the exact factors that influence trust across 
population. 
It is known that the perception of a robot affects a human’s trust [6, 7], including its perceived 
autonomy [8], appearance [9], and behaviours [10], which all individually contribute to the user’s 
concept of a robot’s agency [11]. 
Interactive robots often set false expectations on their degree of autonomy [12]. Human-like robot 
appearances also make it difficult to assess the capabilities of a robotic agent [13]. We strongly suspect 
such discrepancies to cause wrong concepts of robot agency and consequently lead to improperly 
calibrated trust, especially in older people. 
A focused analysis of how people develop an understanding of robot agency is thus required to 
understand how they place their trust in such a device.  

Aims of this PhD are: 

1. To establish a relation between perceived agency, autonomy, embodiment, and trust towards 
an assistive robot. 

2. To conduct HRI experiments, in which to manipulate the perceived agency of different robot 
embodiments. 

3. To find derive guidance on how designers can make more trustworthy assistive systems that 
meet the needs of users of different age groups who struggle to find correctly calibrated levels 
of trust. 



Person Specifications 

Applicants should optimally have a background in computer science or a similar field. However, given 
the interdisciplinary nature of the field, applicants with a background in ethology or psychology may 
apply too. Experience in planning, designing, and conducting experiments with human participants 
(preferably in the field of HRI) is desirable but not essential. Applicants will need a background in at 
least one programming language.  
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Contact 

For informal enquiries about this PhD, please contact Dr. Gabriella Lakatos at g.lakatos@herts.ac.uk 
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